1.

(a)

M3S4/M4S4: Applied probability: 2007-8
Assessed Coursework 1: SOLUTIONS

If exactly one event of a Poisson process took place in an interval [0, ¢] find and

name the distribution of the time at which the event occurred.

Let N(t1,t2) = number of events in [ty to]

X = time first event occurred

We have N(t1,t3) ~ Poisson(A(ta — t1)).

P(X < s| N0, =1) = PE<sNNOH=1)

P(N(0,t) =1)

_ P(N(0,5) = 10 N(s,1) = 0)
P(N(0,t) = 1)

_ PNV(0,5) = )P(N(0,t —s) = 0)

P(N(0,1) =1)
)\86_/\3 —A(t—s)
- ) Ate— M
Tt

ie. X is Uniform|0,t]

If X and Y are independent Poisson random variables with means px and py
respectively, find the distribution of Z = X + Y.
What is the conditional distribution of X, given that X +Y = 27

We have

HZ(S) = HX (S)Hy(s) = @7”1(1*3)6*,uy(173)

_ o laxtmy)(1-9)

So Z ~ Poisson(jx + py).
PX=zNnX+Y =2)
P =z]X+Y =2) = P(X+Y = 2)
 PX=znNY=2z2-1)
B P(Z = z)
e ()" Y (ay)
z! (z—2)!

e XY (ux +py)?
z!

- e () ()
oz —z)! \ px + py Hx + py

which is Binomial(z, pux /(ux + py))-
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2. Given

Z=X1+...+Xn.

Find the mean and variance of Z if X; ~ Poisson(u) (independent) and N ~ Gy (p).
We have ITx(s) = e *(1=%) and My (s) = ps/(1 — gs).

lz(s) = Hn(ILx(s))

pe_.u‘(l_s)
- 1— qe_#(l_s)
— p — p(et1=3) _ )1
- 6“(1_5) —q - p(e Q)
My(s) = puett=)(e"1=*) —q)~?

Iy(s) = 2pu’e 1) (et179) — q)=% — ppPer=9)(er179) — )2

E(Z) = H’Z@):pu(l—qwzg

var(Z) = (1) +1IIy(1) — (Iy(1))?
W o p i
p? P p P
2p* — pPp + pp — 1
p2
1 — pPp + pp
p2

. In a Poisson process with rate A, define P,(t) = P{N(t) = n}, where N(t) is the

number of events which have occurred by time ¢, and suppose that N(0) = 0.

(a) Using the axioms of the Poisson process and by expressing
Po(t+ h) = P{N(t + h) = 0} in terms of the number of events up to time ¢ and

the number between times ¢ and ¢ + h show that
Py(t) = —APy(2).
Hence show that Py(t) = Ke !, and find the value of K.

Po(t+h) = P{N(t+h)=0}
= P{N@{)=0NN(t+h)— N(t) =0}
= P{N(t) = 0)P{N(t +h) — N(t) = 0}
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= Po(t)(1 — M+ o(h))

Po(t + h) — Py(t h
L Boltt M =Polt) 5 ) 4 ) 2
h h
So,
h—0
Py(t) = —APo(t)
as required.
o) = —aPo(t)
ETRL = 0
1
——dPy(t) = —Adt
/ 5o AP0l
Po(t) = Kef)‘t
We know that N(0) =0, so Pyp(0) =1, s0 K = 1.

(b) Show that, for n > 1
Pl(t) = =AP,(t) + AP,_1(2).

Hence deduce that Py(t) = Me .

P.(t+h) = P{N(t+h)=n}
= P{N({t)=nnN({t+h)— N(t) =0} +
P{N(#t)=n—1NN({t+h)— Nt =1} +
.+ P{N({t)=0NN(t+h)— N(t) =n}
= P,(t)(1 —Ah+o(h)) +P,_1(t)(Ar+o(h)) +0
= lim - = AP, (t) + AP, _4(t)

Pl (t) = =AP,(t) + AP,,_1(¢)

Pi(t) = —APy(t) + APy(t)
= —APy(t) + A
Pl (t) + APy(t) = Xe M



eMPL(t) + AMP(t) = A

d

3 (@) = A
eMPi(t) = M4

Now P;(0) =0=c=0, so
Pi(t) = Me™

as required.

(c) Use induction to show that

e—)\t()\t>n
Pn(t) = n!
Assume true forn =k — 1, let n = k,
PL(t) = —APi(t) + AP_1(¢)
e—)\t()\t>k—1
pr— —_— P e —
APr(t) + A = 1),
)\t)k—l
)\tP/ )\tP — (
e PL(t) + e (t) (=1
d (At)!
—ePr(t) = A
at® Trl) (k—1)!
)\k—l tk e—/\t()\t)k
Pi(t) = e ™A —fec=—""
) = e AT E T Th
c=0as Pr(0) =0.
True for n = 0,1 and result follows by induction.

4. A branching process is called binary fission if the offspring probability distribution
has non-zero probabilities only for 0 or 2 offspring. Given that such a process starts
at generation 0, with a single individual, and that the probability of each individual

producing 0 offspring is p, calculate:

(a) The mean and variance of the size of the population at generation n.
Let g =1 —p,
p = EX)=0xp+2xqg=2q
o? = B(X?) -y’ =4q —4¢° = 4pq

then we have u,, = (2¢)"

Also, using
n-1521 —p" 1
no? p=1



giving,

2" g 1_(2qq) q#

4dpgn q=

3
N= N

(b) p = 2q. Ultimate extinction is certain if 4 < 1ie. if2¢<1=p> 3.

Ifu>1lie p< % the probability of ultimate extinction is given by the smallest
positive solution of § = II(6).

1) = p+qb*

6 = p+qb?
@ —-0+p = 0
0—-1)(gf—p) = 0

roots of gf? — 0 +p are § =1 and 6 = p/q, If p < 1/2 then p/q < 1 so

P(ultimate extinction) = P
q



