M3S4/M4S4: Applied probability: 2007-8

Solutions 3: pgfs and branching processes

1.
Iy (s) = E(s¥) = B+ = $PE(s%Y) = stTIx(s%).
2.
II(s) = ip(x)s” = 6_;#:6 sT=eM) (;;9')”” =e Fe =exp(—p(l —9)).

3. This is a Gy (p) distribution, with p(z) = ¢*~!p. So,

> T— T Tr— bs
I(s) =Y ¢" 'ps* =psd (¢s)" ' = :
x=1 1 —4gs

I(s) = exp(—pu(l —s)), I'(s) = pexp(—p(l —s)), M"(s) = p’exp(—p(l - s)),

so that,
(1) =p, Q1) =p?

and
o = TV/(1) + I0(1) — (IW(1))? = i+ o — = p.
5. Let Y = > | X; where X; ~ Poisson(u;), Then
My (s) = TIi(s)...I,(s)
= exp(—p(l —s))...exp(—pn(l - 5))
= exp(—(p + ...+ pn)(1 = 8))

which is the pgf of a Poisson(uy + ...+ pin)-

6.
i=1
N ~ Poisson(\t) IIn(s) = exp(—At(l —s))
X; ~ Binomial(1,p) Iy, (s) = q+ps

y(s) = Iy [IIx(s)]
= exp(—/\t(l - (q +p5)))
= exp(—Apt(l — s)).

So, Z has a Poisson(Apt) distribution.



lin(s) = exp(—pu(l—s)), Ilx(s)=(¢+ps)"
lz(s) = exp(—p(l —1Ix(s))) = exp(—u(l — (¢ +ps)")))
Iy(s) = pnp(q+ps)" " exp(—p(l — (g + ps)")))

So E(Z) =11%(1) = unp.
8. A rv with Gy(p) distribution has mean p/q and variance p/q>.

n—1,_2p"—1
I prott—= p#l
{ no? n=1

(a) (b) (o)
ps 0031 1 32
o5 0.091 10 2976

9. II(s) = exp(—0.5(1 — s)) = 6; = p(0) =II(0) = exp(—0.5) = 0.6065.
other relationships found from

0, =11(0,-1) = 6> =0.8215, 03 = 0.9146, 6, = 0.9582, 65 = 0.9793.
10. Using 6,, = I1(6,,—1)

(a) 0.646.
(b) P(extinction by 5th generation) = 0.635.
Hence P(extinction at 6th generation) = 0.646 — 0.635 = 0.011

11. pgf is I1(s) = r + gs + ps®. Solutions of I1(#) = @ are r/p and 1.
So
(a) if p > r extinction is not certain and its probability of occurring is r/p.
(b) if p = r extinction is certain.

(c) if p < r extinction is certain.
12.

q
II(s) = s

O=T1(0) = (p§ — )0 —1)=0=>0=1 or 6="1.
P

So, if p < ¢ ultimate extinction has probability 1 and if p > ¢ ultimate extinction has

probability ¢/p.



