3. We have

So,

M3S4/M4S4: Applied probability: 2007-8
Solutions 5: Markov Chains
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j):agn),then

P(Xn+1 = ]) = ZP(XTL+1 =J ’ Xn = Z)P<Xn = l)

N a(n+1) _ Zal(n)pu = a(n+1) _ a(n)P

o = mo(l—a)+mp

To+mT = 1




4. From m = wP and > m; = 1, we have

T — 0.57T0+0.27T1+0.17T2
m = O.47T1—|—O.67T1+0.27T2

]_ = 7T0+7T1+7T2

solving these equations gives my = 0.235.

5. Classes are

ii.

11.

ii.

ii.

ii.

11.

ii.

{0} {a} closed
{1,2,3,...a—1}  open

. only 1 closed communicating class: {3}, so yes.

x=(0001).

. 2 closed communicating classes {0,1} and {2, 3} so no.

7= (aabb) with a+b=0.5.

. only 1 closed communicating class: {0, 1,2} so yes.

_ (1 5 1
m™=(31530)

irreducible period 2.

unique stationary distribution exists (not limiting).

. irreducible aperiodic.

unique stationary distribution exists (also limiting).

. Classes: {0,4} period 2 closed

{1} aperiodic open
{2, 3} aperiodic open

a unique stationary distribution exists (not limiting).

. Classes: {0,3} aperiodic closed

{2,4,6} period 3 closed
{1,5}  aperiodic open

more than one closed class - a unique stationary distribution does not exist.



FS° = P(first return to 0 in n steps)

n—1

= P q
(b) Must show fypo =1

foo = > fég)
n=1

= q+pg+pq+pig+...

— L:gzl’

l-p ¢
so state 0 is recurrent.
9. The mean return time to state 0 is py = F{,(1), where
Foo(s) = Z fég)s”
n=0

We have (from lectures)

fi = 1-a
N = aBl-pr

So,
Foo(s) = (1—a)s+ i aB(l — B)" 2"
n=2

— (15 + 53 ad(1- o)

:sozaﬁ
= (1-—a)s+ o0 A
= F(s) = (1—a)+ 208s(1 _((11__(61)i););§3 (1-5)
Fy() = (1—a)+ 222 +g§<l )
_ a+tp
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