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Lecture 23. 5.3.2013

Proof of the Proposition (continued)
By the above with H for o:

/Kxu— e Ttdt = —/ K)\ x+zy) ey,

Write G := F — AH. The last two equations give

/ Kx(u=t)o(t)e " dt = / K (u—t) *“dt+ /K/\ G(z+iy)e™dy.
0

We will let z | 0 here. As K, € Ly, the first integral tends to [ Ky(u—t)dt

by dominated convergence. For the second term on RHS: K, € Ly, K \ 1s
continuous, and from the condition on F' G(x + iy) — G(iy) (z | 0), where
G(i.) € Li(—=A,A). So the RHS above has a finite limit as x | 0. So the
LHS does also. Since K,(.)o(.) > 0, the LHS 1 as x | 0. As the limit of the
integrals exists, the limit is integrable by monotone convergence. So letting
x |} 0 gives

/ Ky(u—t)o(t)dt = / K,\u—tdt+—/ K,\ G(iy)e™dy. (*)

The second term on RHS — 0 as u — oo, by the Riemann-Lebesgue Lemma
(I.6). Change variables t — v by u —t = v/\, and use K)(v/\) = AK (v):
Au Au
lim o(u—v/AN)K(v)dv = A lim K(v)dv = A. //

U—00 U—>00
—00 - —00

Theorem (Wiener-Ikehara Theorem, additive form). If S(¢) = 0 for
t < 0, is non-decreasing and right-continuous, and the LST

f(z):= /000 e #dS(t) = 2 /000 S(t)e *dt (z =z +1y)

exists for Re z = x > 1, and for some constant A the analytic function

A
z—1

9(z) = g(x +1iy) := f(z) — —gliy)  (zl1),



where ¢(i.) € Li(—\, \) for each A — then
e 'S(t) > A  (t— o).

Proof. Write o(t) := e 'S(t). Then for Re z =z > 0,
F(z):=06(z) = / S(t)e VAt = f(z+1)/(2 + 1),
0

fz+1) A gz+1)-A
=F(2)-Alz="——F - — ="
() (2) /? z+1 z z+1
(definition of ¢: check).

As S(t) = elo(t) 1, o(w') > o(w)e” ™ if w' > w. So by the Proposition,

A = lim : o(u—v/N)K(v)dv

> limsup/ (0, K >0)

> limsupo(u —a/Ne > [ K(v)dv,

U—00 —a

by the above inequality on o. So

eQa/A
I <__“" A
msupo(s) < e

Take a := vV \:
‘ e2/VX
limsupo(.) < 7
SR K
Let A\ — oc:

limsupo(.) < A.

So o (1) is bounded: o(.) < M, say.
This gives an upper bound. for the lower bound, take b > 0. Now

K(v):zl_COSU< 2 1
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