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log ¢(s)

Theorem. Write ¢, := 1/m if n = p™ is a prime power, 0 otherwise. Then

o0

H(s) ::ch/nszlogC(s) (Re s > 1).

1

Proof. ((s) =[1/(1 —p~*), so log(¢(s)) = —>_,log(1 —p~°). As
—log(l —z) =>"2"/m for |z| < 1,

logCls) = S0 L/ =30 L ST 1 =3 et = Hs),

in the half-plane of absolute convergence Re s > 1, where changing of order
of summation is justified. The function log ((s) is holomorphic on o > 1 as
((s) is holomorphic and nonzero there. //

The Von Mangoldt Function A(n), 1899.
A(n) :=log(p) if n = p™ is a prime power, 0 otherwise. Differentiating
the result above gives (Dn=% = De 198" = —Jogn.e *!°¢" = —logn.n"*)

oo

~C(6)/C(s) = Y ealogn/n’.

1
But

1
cplogn = — -mlogp =logp if n = p™,0 otherwise : ¢, logn = A(n).
m
So (this is one of the most important formulae of the course — please learn!)
At _ o0 s
C(s)/¢(s) =) "A(n)/n°  (Res>1). (*)
Corollary. With ¢(n) :=log(n), Ax1=/0,0%p=A.
Proof. A(1) = ¢(1) = 0. For n > 1,n = pi*...p;*, say. Then (A *1)(n) =
il A(#). The divisors i of n are i = pi*..p*,0 < s; < r;. Those with
A(i) # 0 are only those with i = p;’, each of which has A(i) = log p;. Then

k

ZA(z) = er logp; = long;j = logn = {(n)
J

iln j=1

1



(1 <s; <rjhere: s; =0 gives n = 1, dealt with already). So A1 = ¢, and
then £ % o = A follows by Mobius inversion. //

Write

=Y A(n), = > logp

n<x pm<z
(so ¥(1) = 0 and ¢(z) = O(xlogx) as A(n) = O(logn)). As the highest
power m with p™ < x is m = [ng}: W(z) = > [ng} logp. By Abel

logp psz | logp
summation (1.3 — integration by parts for Stieltjes integrals), (x) is

= ZTJA(n)/nS = /1 diy(z) / ¢S+1 dr (Res>1).
()

We shall see that PNT (7(x) ~ li(x) = z/log ) is equivalent to

() ~ 1,

and this is how we prove it (Ch. III; remainder version in Ch. IV). The
key formula for us is (%), and we shall need it on the line 0 = Re s = 1,

the I-line. For good behaviour there, one needs non-vanishing of zeta on the
I-line: ((1+7it) # 0 for t # 0 (111.4).

7. Mertens’ Theorems
Theorem (HW Th. 424). For = > 1,

ZA(n)/n =logx + r(x), with |r(-)| < 2.

n<x

Proof. By 115, ‘Zivu(n)/n‘ < 1. Write S(z) :=>_ _ logn. AsAx1 =1/,

S(x) = Z (A= 1)( ZA [ } (with [.] the integer part)
=z Z # —a(x), where a(zx) := Z —A(n){z/n},

with {.} the fractional part. Then

0<a(r)=> Aufz/n} <D Au) =) < 2,

n<x n<x

by Chebyshev’s Upper Estimate (II1.2 below).



