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SOLUTIONS 10. 28.4.2014

Q1 Gaussian distributions. By V.2 W8, if µ ∈ Rn, Σ is a non-negative
definite n × n matrix, X has distribution N(µ,Σ) if it has characteristic
function

ϕX(t) := E exp{itT .X} = exp{itT .µ− 1

2
tTΣt} (t ∈ Rn).

Take t := ta with t real and a a constant n-vector:

ϕaTX(t) := E exp{itaTX} = exp{itaTµ− 1

2
t2aTΣa}.

This says that
aTX ∼ N(aTµ, aTΣa).

For an Itô integral
∫ t

0
XsdBs, we can approximate the integral by a sum,

as in Problems 9 Q4. In each term in the sum, the integrand can be treated
like a constant (by continuity, the variation of the integrand over a small
subinterval would contribute only a second-order term, so would be negligi-
ble). Each sum has a normal distribution, so a normal CF of the above form.
As the partition is refined, the sum tends to the integral in distribution. So
(Lévy’s continuity theorem) the CFs converge to the CF of the limit. So this
limiting CF has the same functional form as a Gaussian CF. So the integral
is Gaussian.

Q2 (Ornstein-Uhlenbeck process.
(i) Vt has mean v0e

−βt, as

E[eβudBu =

∫ t

0

eβuE[dBu] = 0.

By the Itô isometry, Vt has variance

E[(σe−βt

∫ t

0

eβudBu)
2] = σ2e−2βt

∫ t

0

(eβu)2du

= σ2e−2βt

∫ t

0

e−2βudu = σ2e−2βt[e2βt − 1]/(2β) = σ2[1− e−2βt]/(2β).
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(ii) For u ≥ 0, the covariance is cov(Vt, Vt+u), which (subtracting off v0e
−βt

as we may) is

σ2E[e−βt

∫ t

0

eβvdBv.e
−β(t+u)(

∫ t

0

+

∫ t+u

t

)eβwdBw].

By independence of Brownian increments, the
∫ t+u

t
term contributes 0, leav-

ing as before

cov(Vt, Vt+u) = σ2e−βu[1− e−2βt]/(2β) → σ2e−βu/(2β) (t → ∞).

(iii) The process V is Markov (a diffusion), being the solution of the SDE
(OU). V is Gaussian, as it is obtained from the Gaussian process B by linear
operations (Q1).
(iv) As t → ∞, the mean → 0. The variance (take u = 0 in (ii)) → σ2/(2β).
So the limit distribution is N(0, σ2/(2β)):

Vt → N(0, σ2/(2β)).

Note. 1. The parameter β governs how quickly the process ‘forgets its present
position’, and reverts towards its long-term mean. It has the dimensions of
inverse time; 1/β is called the relaxation time.
2. This limiting distribution N(0, σ2/(2β)) is the Maxwell-Boltzmann distri-
bution of Statistical Mechanics.
3. The limit process is stationary Gaussian Markov, in contrast to Brownian
motion, which is Gaussian Markov with stationary increments.

The OU model is used for the theory of interest rates, because it shows
mean reversion, as interest rates normally do; in this context it is called the
Vasicek model.

Taking Bank Rate, say, as basic interest rate, this is usually a few per-
cent, say in the range 3% to 5%, depending on the stage of the business cycle.
The Bank (of England, say) will raise Bank Rate to slow the economy down
to prevent overheating (and reduce inflation), and raise it to stimulate the
economy during a recession. But during the aftermath of the Credit Crunch,
or Crash of 2007 (US), 2008 (UK), ..., Bank Rate has stayed at historically
extremely low levels (half a percent, say) for a long period – unprecedented
in the history of the Bank of England since its foundation in 1694. Clearly
the OU model does not apply well to the current situation. This is not sur-
prising, as the current situation is unprecedented. NHB
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