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SOLUTIONS 10 16.12.2014

Q1. Take C the trivial o-field {@, 2}. This contains no information, so an
expectation conditioning on it is the same as an unconditional expectation.
The first form of the tower property now gives

EIE[X|B] {0,Q}] = E[X|{0,Q}] = E[X].
Q2. Recall varX := E[(X — EX)?]. Expanding the square,
varX = E[X?—2X.(EX)+(EX)? = BE(X*)—2(EX)(EX)+(EX)* = E(X?)—(EX)*.

Conditional variances can be defined in the same way. Recall that E(Y|X) is
constant when X is known (= z, say), so can be taken outside an expectation
over X, Ex say. Then

var(Y|X) := B(Y?|X) — [E(Y|X)].
Take expectations of both sides over X:
Exvar(Y|X) = Ex[E(Y?X)] - Ex[E(Y|X)]*%

Now Ex[E(Y? X)] = E(Y?), by the Conditional Mean Formula, so the right
is, adding and subtracting (EY)?,

{E(Y?) - (BY)*} = {Ex[E(Y|X)]* — (EY)*}.

The first term is varY, by above. Since F(Y|X) has Ex-mean EY, the
second term is vary E(Y|X), the variance (over X)) of the random variable
E[Y|X] (random because X is). Combining, the result follows.
Interpretation. varY = total variability in Y,
Exvar(Y|X) = variability in Y not accounted for by knowledge of X,
varx E(Y|X) = variability in Y accounted for by knowledge of X.

Q3. (i)

U(t) = E[le™] = FElexp{it(X,+ ...+ Xn)}]



= Y Elexp{it(X; +... + Xy)}N =n].P(N = n)
_ zn: e\ /nl Elexp{it(X; + ... + X,)}]

— z::e_)‘)\”/n!.(E[exp{itXl}])"

= > e\ /nlo(t)"

— exp{-A(L— 4(1)).

Differentiate:
P(t) = (1) A (1),
() = D) AD(1) + (1) A" (2).
As 6(t) = Ble™], (1) = BliXetX], ¢'(t) = E[-X?cX]. So (4(0) = 1
and) ¢'(0) = ip, ¢"(0) = —E[X?],

¥/(0) = A¢(0) = N,
and as also ¢/(0) = ¢EY, this gives
EY = \u.

Similarly,
P"(0) = i\ + Ag"(0) = —\2p? — AE[X?],

and also (¢(0) = 1, ¢/(0) = iA\p and) ¢”(0) = —E[Y?]. So
var Y = E[Y?] — [EY]? = \?i® + AE[X?] — N p? = AE[X?).

(ii) Given N, Y = X; + ...+ Xy has mean NEX = Ny and variance
N var X = No?. As N is Poisson with parameter A\, N has mean \ and
variance A. So by the Conditional Mean Formula,

EY = E[E(Y|N)| = E[Np] = Au.
By the Conditional Variance Formula,
var Y = Elvar(Y|N)] +var E[Y|N] = E[Nvar X]+var[N EX]

= ENwar X +var N.(EX)? = \ME(X?) — (EX)*] + \.(EX)? = AE[X?].
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