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SOLUTIONS 5. 23.11.2015

Q1. Take f(z) := e *"/2. This is entire (has no singularities). So for any con-
tour v, [, f = 0, by Cauchy’s Residue Theorem (or, use Cauchy’s Theorem).
Take v the rectangle with vertices R, R + iy, —R + 1y, —R, with sides v,
the interval [—R, R], 72 the vertical line from R to R + iy, 73 the horizontal
line from R + iy to —R + 1y, 74 the vertical line from —R + iy to —R. So
StL, f=0.0n9, v z2=+R+iuy (0<u<1),

F(2) = exp{—(£R + iuy)?/2} = ¢ 2wV /2cFilu _, (R — 00),

as |e¥™| = 1. So [, f = 0, [,f = 0 (R — o0). Also [ f —
[ e **/2dx = \/27 as R — co). Combining,

/ f— /_ e V2V T gy = /2 (R — 00).
73 o

So (dividing by v/27 and by €¥*/2, and reversing the direction of integration)
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€ r =€ .
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The RHS is real, so the LHS is real. Take complex conjugates:
00 6712/2
—oo 1/ 2w '

giving the characteristic function (CF) of the standard normal density ¢(z) :=
e~*/2/\/27 (the CF is the Fourier transform of a probability density).
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Q2. (i) If F(t) := [;° e * cosatd,

F(t) = / e " cosatdr = —/ cos xtde™ " = —|cos xt.eﬂ]go—i-/ e “(—tsinxt)dx
0 0 0

= 1—t/ sinztde™ = 1+t[sin xt.e‘m]go—t/ e “.tcosxtdr = 1—t2/ e " coswtdx
0 0 0
=1-1*F(t) : FO)(1+t)) =1,  F(t)=1/(1+1t%.
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Then
izt 1l > Loty i [ sin ot Lol
/ et —e dx:/ coszt.—e dm—i—z/ sinzt.—e *dx
—0 2 2 2

o0 1
= / cos xt.ie_‘xldx =1/(1+1),

by above (the second integral is zero: odd integrand, symmetric limits. The
first integral is twice [;°: even integrand, symmetric limits. Thus the CF of
the symmetric exponential probability density 1e~1"l'is 1/(1 4 ¢2).

(ii). Take e > 0. f(2) = 1/(n(1+2?)) (to use Jordan’s Lemma for e"* /(7 (1+
2%))). The only singularity inside v is at y = 7, a simple pole.
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By Cauchy’s Residue Theorem:

[ —iet _t
szQm.( o )ze :

00 oM ’
/vf:/v1f+/wzf—>/—oo7m$2)+o (Jordan’s Lemma).

This gives the result for ¢ > 0. For ¢t = 0, it is an arctan (or tan™!) integral.
For t < 0: replace t by —t. Thus the CF of the symmetric Cauchy density
1/(m(1 + 2?)) is et

But

Q3. This is an instance of the Fourier Integral Theorem: under suitable
conditions, doing the Fourier transform (FT) twice gets back to where we
started, apart from (a) €™ first time, but e~** the second time; (b) a factor
1/27. (See a good book on Analysis, or a book on Fourier Analysis .) In Q1,
the function e=**/? is its own FT (to within the constant factor 1/v/27).

Q4. (i) tr(AB) = Y;(AB)y = X2 > ajiby;, = trace(BA), switching factors
a,b and dummy suffices 7, j.

(ii) trace(P) = trace(AC~'AT) = trace(C~'AT A) = trace(C~'C) = trace(I,) =
p, and trace(I — P) = trace(l,) — trace(P) =n —p. As P, I — P are idem-
potent (projections), their e-values are 0 or 1, so rank = trace for both: P

has rank p, I — P has rank n — p.
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