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SMF SOLUTIONS 2. 4.2.2011

Q1. From the model equation

yi =
∑p

j=1
aijβj + ϵi, ϵi iid N(0, σ2),

the likelihood is
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and the log-likelihood is

ℓ := logL = const− n log σ − 1
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We use Fisher’s Method of Maximum, and maximise with respect to βr in (∗)
– or equivalently, the Method of Least Squares to minimise [...]: ∂ℓ/∂βr = 0
gives ∑n

i=1
air(yi −

∑p

j=1
aijβj) = 0 (r = 1, . . . , p),

or ∑p

j=1
(
∑n

i=1
airaij)βj =

∑n

i=1
airyi.

Write C = (cij) for the p× p matrix

C := ATA,

which we note is symmetric: CT = C. Then

cij =
∑n

k=1
(AT )ikAkj =

∑n

k=1
akiakj.

So this says ∑p

j=1
crjβj =

∑n

i=1
airyi =

∑n

i=1
(AT )riyi.

In matrix notation, this is

(Cβ)r = (ATy)r (r = 1, . . . , p),
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or combining,
Cβ = ATy, C := ATA. (NE)

These are the normal equations. As A (n × p, with p << n) has full rank,
A has rank p, so C := ATA has rank p, so is non-singular. So the normal
equations have solution

β̂ = C−1ATy = (ATA)−1ATy.

Multiplying both sides by A,

Py = A(ATA)−1ATy = Aβ̂.

Q2. ∂ℓ/∂σ = 0 gives −n/σ + [...]/σ3 = 0, σ2 = [...]/n. At the maximum,
β = β̂, so [...] = SSE, giving σ̂2 = SSE/n.

SSE = (y − Aβ̂)T (y − Aβ̂)

= yT (I − P )T (I − P )y (by Q1)

= yT (I − P )y (P T = P , P 2 = P as P is a symmetric projection).

Q3. The joint MGF is

M(u, v) := E exp{uTAx+ ivTBx} = E exp{(ATu+BTv)Tx}.

This is the MGF of x at argument t = ATu+BTv, so

M(u, v) = exp{(uTA+vTB)µ+
1

2
[uTAΣATu+uTAΣBTv+vTBΣATu+vTBΣBTv]}.

This factorises into a product of a function of u and a function of v iff the
two cross-terms in u and v vanish, that is, iff AΣBT = 0 and BΣAT = 0; by
symmetry of Σ, the two are equivalent. //
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