
smfprob9.tex

SMF PROBLEMS 9. 6.6.2012

Q1. In the regression model

y = Aβ + ϵ

(data y an n-vector, the design matrix A an n × p matrix of constants, β
a p-vector of parameters, ϵ an n-vector of errors with independent N(0, σ2)
components), show that the maximum-likelihood estimators, and also the
least-squares estimators, are

β̂ = (ATA)−1ATy.

Show also that (in the notation of lectures)

Py = Aβ̂.

Q2. Show that the maximum-likelihood estimator of the error variance σ2 is
σ̂2 = SSE/n, where the sum of squares for error SSE is given by

SSE = (y − Aβ̂)T (y − Aβ̂) = yT (I − P )y.

(In fact it is better to use the unbiased estimator of σ2, which is σ̂2 =
SSE/(n− p); we quote this. We have p parameters βi to estimate; for each,
we ‘lose a degree of freedom’, which reduces the effective sample size to n−p.)

Q3. If x ∼ N(µ,Σ), show that linear forms AX, BX in x are independent
iff

AΣBT = 0.
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