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SMF SOLUTIONS 10. 13.6.2012

Q1. (i) The roots λ1, . . . , λp of the polynomial λp−ϕ1λ
p−1− . . .−ϕp−1λ−ϕp

should lie inside the unit disk.
(ii) Multiply (∗) by Xt−k for k ≥ 0 and take expectations: E[Xt] = 0, and

γk = cov(Xt, Xt−k) = E[XtXt−k] = ϕ1E[Xt−1Xt−k]+. . .+ϕpE[Xt−pXt−k]+E[ϵtXt−k].

As ϵt has mean 0 and is independent of Xt−k, this gives

γk = ϕ1γk−1 + . . .+ ϕpγk−p.

Divide by γ0:
ρk = ϕ1ρk−1 + . . .+ ϕpρk−p.

(iii) General solution ρk = c1λ
k
1 + . . .+ cpλ

k
p, ci constants.

Q2. (i)

γ0 = var(X0) = var(Xt) = E[X2
t ] = E[(ϵ+ θϵt−1)(ϵ+ θϵt−1)] = σ2(1 + θ2),

as E[ϵ2t ] = E[ϵ2t−1] = σ2, E[ϵtϵt−1] = 0. (ii)

γ1 = E[XtXt−1] = E[(ϵt + θϵt−1)(ϵt−1 + θϵt−2)] = σ2θ,

γ2 = E[XtXt−2] = E[(ϵt + θϵt−1)(ϵt−2 + θϵt−3)] = 0,

and similarly γk = 0 for k ≥ 2.
(iii) ρk = γk/γ0. So

ρ0 = 1, ρ±1 = θ/(1 + θ2), ρk = 0 otherwise.

Q3. (i) (Xt) is ARMA(2, 1).
(ii) Xt −Xt−1 +

1
4
Xt−2 = ϵt +

1
2
ϵt−1; with B the backward shift,

ϕ(B)Xt = θ(B)ϵt,

where ϕ(λ) = 1− λ+ 1
4
λ2 = (1− 1

2
λ)2, with a repeated root at λ = 2,

θ(λ) = 1 + 1
2
λ, root λ = −2.
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All roots are outside the unit disk in the complex λ-plane, so (Xt) is station-
ary and invertible.

Q4. For an orthogonal matrix B, BTB = I. So by the Product Theorem
for Determinants, |BT ||B| = |I| = 1, |B|2 = 1, |B| = 1 (the case |B| =
−1 corresponds to reversing the direction of an axis – anti-orthogonality –
and we are about to take the modulus anyway). So the Jacobian of the
transformation X 7→ Y is mod det ∂yi/∂xj = mod det bij = 1 (yi =∑

j bijxj). Orthogonal transformations preserve lengths of vectors, so

∥y∥ = ∥x∥ :
∑

y2i =
∑

x2
i .

The joint density of the xi is

f(x1, . . . xn) = (2π)−
1
2
n exp{−1

2

∑
x2
i }.

So by the Jacobian formula, the joint density of the yi is

f(y1, . . . yn) = (2π)−
1
2
n exp{−1

2

∑
y2i }

(for background on such uses of the Jacobian formula when changing vari-
ables in Statistics, see e.g. [BF], 2.2). This says that Y =d X: y1, . . . , yn are
iid N(0, 1).
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