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SMF SOLUTIONS 9. 8.6.2012

Q1. From the model equation

Y = Zp a;;B; + €, e tid N(0,0%),

i=1

the likelihood is

1 n 1 p
L = — ]I, exp{—i(yi - ijlaijﬁj)2/02}
on2m?
1 1 n P
= exp{—5> . (= ayb;)?/o%},
o"2mw2" 2= J

and the log-likelihood is

1

¢ :=log L = const —nlogo — §[Zj:1(yi - Z?Zlaijﬁj)Q]/U2' (%)

We use Fisher’s Method of Maximum, and maximise with respect to /3, in (x)
— or equivalently, the Method of Least Squares to minimise [...]: 9¢/95, =0

gives
n P
Zi:1air(yi - ijlaijﬂj) =0 (7“ =1,... 7p)7

Z;@Lawaij)ﬁj = Z::lairyi-

Write C' = (¢;;) for the p x p matrix

or

C = AT A,
which we note is symmetric: CT = C. Then

Cij = ZZZI(AT)ikAkj = Z:Zlaki@kj-

So this says
p n n
Zj=1c’“ﬂﬂj - Zizlairyi = Zizl(AT)riyi-

In matrix notation, this is

(CB)r = (ATy),  (r=1,....p),



or combining,

Cp = ATy, C = ATA. (NE)

These are the normal equations. As A (n x p, with p << n) has full rank,
A has rank p, so C' := AT A has rank p, so is non-singular. So the normal
equations have solution

B=C"'ATy = (ATA)1ATy.
Multiplying both sides by A,

Py =A(ATA) ATy = AB.

Q2. 0l/0o = 0 gives —n/o + [...]/0® = 0, 0 = [...]/n. At the maximum,
B =8, so[.]=SSE, giving 6> = SSE/n.
SSE = (y—AB)"(y— AB)

= y'(I-P)"(I-P)y (by Q1)

= y'(I - Py (PT = P, P? = P as P is a symmetric projection).

Q3. The joint MGF is
M (u,v) := Eexp{u’ Az + iv" Bx} = Fexp{(ATu+ BTv)"x}.

This is the MGF of x at argument t = ATu + BTv, so

1
M(u,v) = exp{(uTA+UTB)u+§ [u" AL ATutu” AL BT v+0" BEATu+v" BY B )}

This factorises into a product of a function of u and a function of v iff the
two cross-terms in v and v vanish, that is, iff AXB? = 0 and BXAT = 0; by
symmetry of ¥, the two are equivalent. //
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