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SMF SOLUTIONS 1. 11.5.2012

Q1.

logf(X,µ) = −1

2
(X − µ)2/σ2 − 1

2
log 2π − log σ.

∂ log f(X,µ)/∂µ = (X − µ)/σ2.

The information per reading is

E[∂ log f/∂µ)2] = E[(X − µ)2/σ4] = σ2/σ4 = 1/σ2.

So the information in the whole sample is I = n/σ2, so the CR bound is
1/I = σ2/n. But X̄ is unbiased (mean µ), with variance σ2/n, the CR
bound. So X̄ is efficient for µ.

Q2. Write v := σ2.

log f = const− 1

2
log v − 1

2
(X − µ)2/v,

∂ log f/∂v = − 1

2v
+

(X − µ)2

2v2
=

1

2v2
[(X − µ)2 − v].

The information per reading is

E[(∂ log f/∂v)2] =
1

4v4
[E{(X − µ)4} − 2vE[(X − µ)2] + v2].

Now N(µ, σ2) has MGF M(t) := E[etX ] = exp{µt + 1
2
σ2t2}, so X − µ has

MGF exp{1
2
σ2t2} = exp{−1

2
vt2},

M(t) = 1 +
1

2
vt2 +

1

8
v2t4 + . . . =

∑
µkt

k/k!, µk = E[(X − µ)k].

k = 4: µ4/4! = µ4/24 = v2/8: µ4 := E[(X−µ)4] = 3v2, µ2 = varX = σ2 = v.
So the information per reading is

3v2 − 2v.v + v2

4v4
=

1

2v2
,

1



and the CR bound is 2v2/n. But 1
n

∑n
1 (Xi−µ)2 is unbiased (mean 1

n

∑n
1 σ

2 =
σ2 = v), with variance

1

n2
.n var(X−µ)2 =

1

n
{E[(X−µ)4]−(E(X−µ)2])2} =

1

n
(3v2−v2) = 2v2/n,

the CR bound. So 1
n

∑n
1 (Xi − µ)2 is an efficient estimator for σ2.

Q3. We know S2
u is unbiased for σ2 = v. The CR bound is 2v2/n, as in Q2.

Now (with S2 the (biased) sample variance) nS2/σ2 ∼ χ2(n− 1), which has
mean n− 1 (the number of degrees of freedom, df) and variance 2(n− 1). So
S2
u = (n/(n− 1))S2 has (mean µ and) variance

var S2
u =

n2

(n− 1)2
var S2 =

n2

(n− 1)2
.
σ4

n2
.2(n−1) =

2σ4

n− 1
=

2v2

n− 1
=

n

n− 1
.2v2/n.

So the efficiency is (n − 1)/n = 1 − 1/n → 1: S2
u is asymptotically efficient

for v = σ2.

Q3 Student t-distribution. The Student t-distribution with r degrees of free-
dom (df), t(r), has density

ft(r)(x) =
Γ(1

2
r + 1

2
)

√
πrΓ(1

2
r)
.
(
1 +

x2

r

)− 1
2
(r+1)

.

Now by Stirling’s formula, Γ(r) ∼
√
2πe−xxx+ 1

2 as x → ∞. Using this and
(1 + x/n)n → ex gives

Γ(x+ a) ∼ xaΓ(x) (x → ∞).

So the ratio of Gammas ∼
√

1
2
r, while the bracket ∼ e−

1
2
x2
. Combining,

ft(n)(x) → e−
1
2
x2

/
√
2π (n → ∞),

the density ϕ(x) of N(0, 1): t(n) → N(0, 1).
Alternatively,

(X̄ − µ)
√
n− 1/S ∼ t(n− 1), (X̄ − µ)

√
n/σ ∼ Φ = N(0, 1).

By LLN, S → σ, and
√
n− 1 ∼

√
n, so t(n − 1) → N(0, 1), i.e. t(n) →

N(0, 1).
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