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SMF SOLUTIONS 2. 16.5.2012

Q1. (i) f(x) = p“(1 — p)'~* (this takes the required values p at 1 and 1 — p
at 0). So

L= pX®i(1—p)"=2% = p"(1—p)"=D ¢ = nlogp+n(1—z)log(1—p).

So
g_ﬁg_nﬂ—f)
P I—p

which is 0 iff
T 1-z
p l1—-p’

Topr=p—pr, p==.

This is indeed a maximum (as one can check), so Z is the MLE for p.

(i)

L@):( p )Z%—Zw
L(y) ‘M-—p '

This is independent of p iff Y x; = Y y;, i.e. iff T = 7. so by Lehmann-
Scheffé, z is minimal sufficient for p.

Q2. In an obvious notatiion,
1 1 _ T
l, = const — inlog |X| — " trace(V.S,) — (& — p)" V(Z — p)

1 1
= const — inlog |Z| — on trace(VS,) — Ve —2u" Vi + "V

(the two cross-terms are scalars, so are their own transposes, so we can
combine them), and similarly for ¢,. Subtract:

1
by — 1, = —5n trace[V (S, — S,)] — [ Vz — gVy] — 2" V(2 — 3).
This is independent of the parameters p and ¥ (or V') iff

T=7, S,=35,



So by the Lehmann-Scheffé theorem, (Z,S,) is minimal sufficient for (u, 3).

Q3 Rayleigh distribution. (i) Putting u := 327 /v, du = (z/v)dz, so

/f dx—/ e “du =1,

so f is indeed a density.

)
/ —z? exp{—fx Jv}.ade/v = v/ooo(;xQ/v) exp{—;xQ/v}d(;xQ/v)

:v/ te”tdt = v
0

(integrating by parts, or by I'(2) = 1! = 1). So the mean is v.
The same substitution gives

1 o0
El(5X%)?) = ? / e tdt = 202
0
(integrate by parts, or use I'(3) = 2! = 2). So
1 1 1
var(§X2) = E[(§X2)2] - (E[EXQ)F) = 20> —v* =0

%X 2 has variance v2.

(iii)
1
¢ =1log f =logx —logv — 512/0.
So the score function is
1 1 22 x? — 2
e g/ = —— -\ — =
s v + 2 2 202

So the information per reading is

T = gl BOC) — 4wB(X?) + 407

I =E[s%] = E[(

02

4114 40t

So the CR lower bound is v?/n. But by (i) o is unbiased for v, and by (ii) it
attains the CR bound, so is efficient for v.

[8v% — 4v.2v + 4v?] = = 1/v%
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