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SMF PROBLEMS 4. 8.11.2013

Q1. Show that the regression (= least-squares) line for the data (x1, y1), . . . , (xn, yn)
is

y − y = rxy
sy
sx

(x− x),

with r = rxy the sample correlation coefficient, sx, sy the sample standard de-
viations.

Q2. With data y and two predictor variables (regressors) u and v, show that
the regression (= least-squares) plane is y− y = a(u− u) + b(v− v), where a, b
satisfy

asuu + bsuv = syu,

asuv + bsvv = syv.

Q3. Grain crops (wheat, barley etc.) are harvested in the summer. Yields are
much affected by the weather at harvest time, which is not predictable much
in advance. The two main predictors that are known months in advance are
amounts of spring rainfall and spring sunshine, during the growing season. Dis-
cuss the use of this in the markets for grain options and futures.
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