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SMF PROBLEMS 5. 15.11.2013

Q1. In the regression model
y=Af+e¢€

(data y an n-vector, the design matrix A an n X p matrix of constants, 8 a p-
vector of parameters, € an n-vector of errors with independent N (0, 02) compo-
nents), show that the maximum-likelihood estimators, and also the least-squares
estimators, are

B= (AT 4) ATy,
Show also that (in the notation of lectures)
Py = AB.
Q2. The AR(p) process (X;) is given by
Xi =01 X1+ + 9pXi—p, () WN(o?).

(i) State without proof the condition for stationarity.
(ii) Derive the Yule-Walker equations for the autocorrelation (py).
(iii) State the general solution of the Yule-Walker equations.

Q3. The M A(1) process (X;) is given by
Xi =€ +0e_q, 0] < 1, (e/) WN(c?).

Find

(i) the variance o = var Xy,

(ii) the autocovariance vy, = cov(Xy, X¢tk),
(iii) the autocorrelation py = corr(Xz, Xetk).

Q4. The time-series model is given by

1 1
Xy = X1 — Zthz +et+ Set, (er) WN(c?).

(i) Classity (X;) within the ARIM A class.
(ii) Show that (X;) is stationary and invertible.

NHB



