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QL.
1 1
logf (X, ) = —§(X —p)?*/o? — 510g27r —logo.

dlog f(X,p)/0p = (X — p)/o?
The information per reading is
E[dlog f/0n)’] = E[(X — p)*/o’] = 0 /o" = 1/0”.

So the information in the whole sample is I = n/o?, so the CR bound is
1/I = o*/n. But X is unbiased (mean j), with variance ¢*/n, the CR
bound. So X is efficient for pu.

Q2. Write v := o2.

1 1
log f = const — §logv — §(X —p1)?/v,
1 (X —p)? 1
8logf/8v = —% + 2—02 = 2—1}2[(X —,u)2 —U].

The information per reading is

E{(X — )"} = 20E[(X — )] + v7].

Bl(@108 f/00)) = 1]

Now N(u,0?) has MGF M(t) := E[e'*] = exp{ut + 20°t*}, so X — p has
MGF exp{i0%t®} = exp{—3vt*},

1
M(t) =1+ Svt* + 2 L2y =Y "k, = Bl(X — ).

k=4 pg /A = pg/24 = 0%/8: py = E[(X—p)*] = 302, pg = varX = % = v.
So the information per reading is

302 — u.v + 12 1
4yt 202’




and the CR bound is 2v?/n. But = >"7(X;—u)? is unbiased (mean + >~ 0 =
0? = v), with variance

s var(X —p) = {B[(X )]~ (B(X =PI} = = (30" —0?) = 22/,

the CR bound. So £ >"7(X; — p)? is an efficient estimator for 2.

Q3. We know S? is unbiased for 02 = v. The CR bound is 2v?/n, as in Q2.
Now (with S? the (biased) sample variance) nS?/c? ~ x*(n — 1), which has
mean n — 1 (the number of degrees of freedom, df) and variance 2(n —1). So
5% = (n/(n —1))S? has (mean p and) variance

n? n? ot 201 202

n
—_— = — — - 2(n-1)= = = 207 /n.
(n—l)Qvar (n—1)2 n? (n=1) n—1 n—-1 n-1 v/n

So the efficiency is (n — 1)/n =1 —1/n — 1: 52 is asymptotically efficient

for v = o2.

2 _
var S, =

Q4. In an obvious notation,

1 1
0, = const — Enlog |X| — 3n trace(VS,) — (z — u)'V(Z — p)

1 1
= const — §n10g 12| — " trace(V.Sy) — Ve — 2" Vi + 'V

(the two cross-terms are scalars, so are their own transposes, so we can
combine them), and similarly for £,. Subtract:

o~ by = —gn tracelV (S, — 5,)] ~ Ve~ yVy] ~ 27V (@~ 5).
This is independent of the parameters p and ¥ (or V') iff
T =7y, Sz = Sy.
So by the Lehmann-Scheffé theorem, (7, S,) is minimal sufficient for (u, X).
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