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SMF SOLUTIONS 10. 19.12.2014
Q6. (i) Edgeworth’s theorem says that if x ~ N(u,X) and K := X1,
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giving (as a scalar is its own transpose, so the two cross-terms are the same)
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So
fip(zi]az) = f(21,22)/ fa(22)
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treating x, here as a constant and z; as the argument of fy)s.

We know (from lectures, though it follows from this proof also) that x; |z
is multinormal, so by Edgeworth’s theorem again, if the conditional mean of
x1|zg 18 V1,
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for some matrix V4.
Equating coefficients of the quadratic term gives the conditional concen-
tration matrix of z1|xy as Vi1 = Kip:

conc(xi|rs) = Kiy.

So the conditional covariance matrix is K.
Then equating linear terms,

Z)’J{Kul/l = I{Ku/ﬁl—l’{Klg(Ig—ug) . v = E[l’lll'g] = ,LLl—Kl_llKlg([L’—,ug).

Problems 9 Q2 for the inverse of a partitioned matrix gives (in an obvious

notation) 1 1 1
M = Ky, M™ = K} = X1 — Y1225, Yo,
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K 'Ky =M Y(~MBD™)=-BD™ = —-%,5,,.

Combining,

x1]re ~ N(py + 21222_21(45 — p2), 211 — 21222_21221).



