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QL.
1 1
logf(X,u) = —§(X —p)?/o* — 510g27r —logo.

dlog f(X,p)/0p = (X — p)/o*
The information per reading is
E[dlog f/0n)’] = E[(X — p)*/o’] = 0 /0" = 1/0”.

So the information in the whole sample is I = n/o?, so the CR bound is
1/I = o*/n. But X is unbiased (mean j), with variance ¢*/n, the CR
bound. So X is efficient for p.

Q2. Write v := o2.

1 1
log f = const — §logv — §(X —1)?/v,
1 (X —p)? 1
8logf/8v = —% + 2—1)2 = 2—1}2[(X —,u)2 —U].

The information per reading is

E{(X — )"} = 20E[(X — )] + v7].

Bl(@108 /00)) = 1]

Now N(u,0?) has MGF M(t) := E[e'*] = exp{ut + 20°t*}, so X — p has
MGF exp{i0%t®} = exp{—3vt*},

1
M(t) =1+ Svt* + 2 Loty =Y "k, e = Bl(X — ).

k=4 pg /A = pyg/24 = 0*/8: pg = E[(X—p)*] = 302, pg = varX = 0% = v.
So the information per reading is

302 — .v + 12 1
4yt 202’




and the CR bound is 2v?/n. But = >"7(X;—u)? is unbiased (mean + >~ 0 =
0? = v), with variance

s var(X ) = {B[(X )]~ (B(X =)} = = (307 —?) = 22/,

the CR bound. So £ >"7(X; — p)? is an efficient estimator for 2.

Q3. We know S? is unbiased for 02 = v. The CR bound is 2v?/n, as in Q2.
Now (with S? the (biased) sample variance) nS?/o? ~ x*(n — 1), which has
mean n — 1 (the number of degrees of freedom, df) and variance 2(n —1). So
5% = (n/(n —1))S? has (mean p and) variance

n? n? ot 201 202

2 _
(n—l)QUWS SR

S? =
var sy n—1 n—1 n-1

So the efficiency is (n — 1)/n =1 —1/n — 1: S? is asymptotically efficient

for v = o2.

NHb

= 2(n—1) = — = 92/,



