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Solutions 8. 10.12.2010

Q1. (i) For s < t, Ms = E[Mt|Fs] as M is a mg. So by the conditional
Jensen inequality,

ϕ(Ms) = ϕ(E[Mt|Fs]) ≤ E[ϕ(Mt)|Fs],

which says that ϕ(M) is a submg.
(ii) If M is a submg, Ms ≤ E[Mt|Fs]. As ϕ is non-decreasing on the range
of M ,

ϕ(Ms) ≤ ϕ(E[Mt|Fs]) ≤ E[ϕ(Mt)|Fs]

(the second inequality by conditional Jensen as above), and again ϕ(M) is a
submg.

Q2. As BM is a mg and x2 is convex, Q1 (i) gives B2 a submg. As B2
t − t is

a mg [L23],
B2

t = [B2
t − t] + t (submg = mg + incr)

is the Doob-Meyer decomposition of B2
t , with increasing process t [the QV].

(ii) For p ≥ 1, |x|p is convex (for non-zero x, 2nd derivative p(p−1)|x|p−2 ≥ 0).
(iii) x+ := max(x, 0) is convex.

Q3. As C is bounded and X is integrable, C •X is integrable; it is null at 0
(empty sum is 0). As C is predictable, Cn is Fn−1-measurable, so

E[(C •X)n − (C •X)n−1|Fn−1] = E[Cn(Xn −Xn−1|Fn−1] = CnE[Xn −Xn−1|Fn−1],

taking out what is known. This is ≥ 0 in case (i) with C ≥ 0 and X a submg,
and 0 in case (ii) with X a mg.

Q4. As (X − a)+ is a submg by Q2 (iii) and upcrossings of [a, b] by X
correspond to upcrossings of [0, b − a] by (X − a)+, we may (by passing to
(X − a)+) take X ≥ 0, a = 0. Write

Vn :=
∑
k≥1

I(σk < n ≤ τk).

1



Then V is predictable (this comes from the ”<” above – we know at time
n − 1 whether the kth upcrossing has begun). So 1 − V is predictable. So
by Q3 the transform (1− V ) •X is a submg. So

E[(1− V ) •X)n] ≥ E[(1− V ) •X)0] = 0 : E[(V •X)n] ≤ E[Xn].

Each completed upcrossing contributes at least b to the sum in (V •X)n =∑n
1 Vk(Xk −Xk−1), and the contribution of the last (possibly uncompleted)

upcrossing is ≥ 0, so
(V •X)n ≥ bUn.

Combining, bUn ≤ E[(V •X)n] ≤ E[Xn]: EUn ≤ E[Xn]/b. Reverting to the
original notation gives the result.

Q5. For a < b rational, the expected number EUn of upcrossings of [a, b]
up to time n is ≤ (K + |a|)/(b − a) < ∞, for each n. As Un increases in n,
monotone convergence gives E[supUn] < ∞. So U := supUn < ∞ a.s. If
X∗ := liminfXn, X

∗ := limsupXn, {X∗ < X∗} = ∪a,b{X∗ < a < b < X∗}
(a < b rational). Each such set is null (or U would be infinite). So their union
is null, i.e. X∗ = X∗ a.s.: X is a.s. convergent (its limit X∞ may be infi-
nite). But E|X| = E[lim(inf)|Xn|] ≤ liminfE[|Xn|] (by Fatou), ≤ K < ∞.
So |X∞| < ∞ a.s., and Xn → X∞ finite, a.s. //

Q6. (i) If Xn is a supermg, EXn decreases. As X ≥ 0, Xn ≥ 0. So EXn

converges (decreasing and bounded below), so is bounded. So the supermg
−X is L1-bounded, so convergent by Q5, so X is convergent.
(ii) The sum of independent coin-tosses (±1, prob. 1/2 each) is a mg, but
connot converge (so cannot be L1-bounded).
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