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Q1. (i)

ψ(t) = E[eitY ] = E[exp{it(X1 + . . .+XN)}]
=

∑
n

E[exp{it(X1 + . . .+XN)}|N = n].P (N = n)

=
∑
n

e−λλn/n!.E[exp{it(X1 + . . .+Xn)}]

=
∑
n

e−λλn/n!.(E[exp{itX1}])n

=
∑
n

e−λλn/n!.ϕ(t)n

= exp{−λ(1− ϕ(t))}.

Differentiate:
ψ′(t) = ψ(t).λϕ′(t),

ψ′′(t) = ψ′(t).λϕ′(t) + ψ(t).λϕ′′(t).

As ϕ(t) = E[eitX ], ϕ′(t) = E[iXeitX ], ϕ′′(t) = E[−X2eitX ]. So (ϕ(0) = 1
and) ϕ′(0) = iµ, ϕ′′(0) = −E[X2],

ψ′(0) = λϕ′(0) = λ.iµ,

and as also ψ′(0) = iEY , this gives EY = λµ. Similarly,

ψ′′(0) = iλµ.iλµ+ λϕ′′(0) = −λ2µ2 − λE[X2],

and also (ψ(0) = 1, ψ′(0) = iλµ and) ψ′′(0) = −E[Y 2]. So

var Y = E[Y 2]− [EY ]2 = λ2µ2 + λE[X2]− λ2µ2 = λE[X2].

(ii) Given N , Y = X1 + . . . + XN has mean NEX = Nµ and variance
N var X = Nσ2. As N is Poisson with parameter λ, N has mean λ and
variance λ. So by the Conditional Mean Formula,

EY = E[E(Y |N)] = E[Nµ] = λµ.
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By the Conditional Variance Formula,

var Y = E[var(Y |N)] + var E[Y |N ] = E[Nvar X] + var[N EX]

= EN.var X + var N.(EX)2 = λ[E(X2)− (EX)2] + λ.(EX)2 = λE[X2].

Q2 . (i). Write f(B, t) := (B2 − t)2. By Itô’s formula,

df = fBdB + ftdt+
1

2
[fBB(dB)2 + 2fBtdBdt+ ftt(dt)

2].

In the [...] on RHS, (dB)2 = dt, dBdt = 0, (dt)2 = 0. Also

fB = 2.2B(B2−t), ft = −2(B2−t), fBB = 4(B2−t)+4B.2B = 12B2−4t.

So

df = 4B(B2 − t)dB − 2(B2 − t)dt+ (6B2 − 2t)dt = 4B(B2 − t)dB + 4B2dt.

As M = f − 4
∫ t
0 B

2
sds,

dM = df − 4B2
t dt = 4B(B2 − t)dB :

Mt = 4
∫ t

0
Bs(B

2
s − s)dBs.

The Itô integral on the RHS is a continuous local martingale starting from
0. Now Bt =d t

1/2.Z where Z is N(0, 1). As Z has all moments finite, each
E[Bn

t ] is a polynomial in t. So the integrand h = h(Bt, t) on RHS satisfies
the integrability condition

∫ t
0 E[h

2
s]ds < ∞ for all t. So the RHS is a (true)

continuous mg starting from 0.
(ii). With [M ] = ([Mt]) the quadratic variation of M ,

d[M ]t = (dM)2t ; dMt = 4Bt(B
2
t − t)dBt.

So
d[M ]t = 16B2

t (B
2
t − t)2(dBt)

2 = 16B2
t (B

2
t − t)2dt :

[M ]t = 16
∫ t

0
B2

s (B
2
s − s)2ds.
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Q3. (i) Vt has mean v0e
−βt, as E[eβudWu =

∫ t
0 e

βuE[dWu] = 0.
By the Itô isometry, Vt has variance

E[(σe−βt
∫ t

0
eβudWu)

2] = σ2
∫ t

0
(e−βt+βu)2du

= σ2e−2βt
∫ t

0
e−2βudu = σ2e−2βt[e2βt − 1]/(2β) = σ2[1− e−2βt]/(2β).

So the limit distribution as t→ ∞ is N(0, σ2/(2β)).
(ii) For u ≥ 0, the covariance is cov(Vt, Vt+u), which (subtracting off v0e

−βt

as we may) is

σ2E[e−βt
∫ t

0
eβvdWv.e

−β(t+u)(
∫ t

0
+

∫ t+u

t
)eβwdWw].

By independence of Brownian increments, the
∫ t+u
t term contributes 0, leav-

ing as before

cov(Vt, Vt+u) = σ2e−βu[1− e−2βt]/(2β) → σ2e−βu/(2β) (t→ ∞).

(iii) The process V is Markov (a diffusion), being the solution of the SDE
(OU). V is Gaussian, as it is obtained from the Gaussian process W by
linear operations.
Note. The limiting distribution N(0, σ2/(2β)) is the Maxwell-Boltzmann dis-
tribution of Statistical Mechanics. The limit process is stationary Gaussian
Markov, in contrast to Brownian motion, which is Gaussian Markov with
stationary increments.
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